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Abstract: A new solvation model has been developed that accurately predicts solvation free energies in the nonpolar 
solvent n-hexadecane. The model is based on AMl-CMlA and PM3-CM1P partial charges, and it is based on a 
single set of parameters that is applicable to both the AMI and PM3 Hamiltonians. To take account of both short-
range and long-range solvation-shell interactions, each atom has two surface tensions associated with different effective 
solvent radii. For hydrogen, one of these surface tensions depends on the bond orders to carbon, nitrogen, oxygen, 
and sulfur, although only weakly. In addition to presenting the general parameterization, the article provides an 
analysis of the surface tension parameterization based on data for three rare gases. The model yields an rms error 
of 0.41 kcal/mol over a set of 306 data points (153 molecules, two Hamiltonians) that includes alkanes, alkenes, 
alkynes, aromatics, alcohols, ethers, aldehydes, ketones, esters, amines, nitriles, pyridines, thiols, sulfides, fluorides, 
chlorides, bromides, iodides, water, and ammonia. 

1. Introduction 

While most experimental chemistry takes place in the 
condensed phase, most computational research corresponds to 
gas-phase conditions. There has been great progress in recent 
years in developing techniques for including solvation effects 
in quantum mechanical electronic structure calculations,1 and 
we have developed semiempirical models of useful accuracy 
for solvation free energies of organic and small inorganic solutes 
in water.2-5 In the present work we extend this treatment to 
n-hexadecane solutions. n-Hexadecane has a dielectric constant, 
e, of 2.066 at 298 K and is a particularly interesting solvent 
because it is sometimes used (as is octanol) as a model for lipid 
bilayers.7,8 We also note that solvation free energies in 
n-hexadecane are experimentally indistinguishable (at the current 
level of experimental precision) from those for isooctane (2,2,4-
trimethylpentane),9 so n-hexadecane to some extent can serve 
as a surrogate for large alkane solvents in general and perhaps 
for other nonpolar solvent-like environments. As one possible 
area of application of nonpolar solvation, we note that the active 
site of an enzyme may be nonpolar, so it is important to 
understand differences in polar and nonpolar solvation when 
we model enzyme—substrate interactions. Nonpolar solvents, 
e.g. hexane, are also sometimes used for organic synthesis. Since 
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n-hexadecane is used widely as a stationary phase in gas 
chromatography, a large body of experimental data is available, 
and this makes it a suitable choice for developing a model for 
nonpolar solvation. 

Our solvation models for water, called SMx, where x denotes 
the specific parameterization of a particular solvation model,2-5 

account for the free energy of solvation as a sum of two 
components. The first, AGENP, accounts for the electric 
polarization of and by the solvent (treated as a continuum 
dielectric) and includes the associated costs of distorting the 
solute and solvent internal structures (electronic and nuclear) 
and the solvent molecules' orientation in order to increase the 
favorable solute—solvent polarization interactions. This term 
is based on a self-consistent reaction field (SCRF)110 formalism 
for a homogeneous continuum solvent. The second component, 
GQDS, accounts for the free energy of forming a cavity in the 
solvent to make room for the solute and for the changes in 
dispersion interactions and solvent structure that accompany the 
solvation process. One critical extension was required for 
treating GQDS in n-hexadecane that was not required for water, 
and this is explained next. 

In water we wrote the GQDS term as 

Gens = X < W * s ) (D 
Y 

where the index y runs over atoms, aY is a surface tension that 
depends on atom type, and A7(Rs), which is a function of the 
solvent molecular radius, Rs, is the solvent-accessible surface 
area of atom y. Although not indicated explicitly in the notation, 
it should be understood that Ay depends not only on Rs but 
also on all the atomic radii, RY, of atoms in the molecule and 
on the molecular geometry. In particular, AY(Rs) is calculated 
by rolling a sphere of radius Rs over the van der Waals surface 
of the molecule.1112 The center of the sphere maps out a surface 
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that passes through the center of a solvation shell of thickness 
2/?s surrounding the molecule, and hence, the area of this surface 
is proportional (in the sense of a continuum treatment of the 
solvent) to the number of solvent molecules in the first solvation 
shell. GQDS computed in this manner is thus a measure of the 
extent to which the solvation free energy differs from the value 
of AGENP (which, as explained above, is due to homogeneous-
solvent electrostatics) because of interactions of the solute with 
solvent molecules in the first solvation shell. The dispersion 
interactions are assumed proportional to the number of solvent 
molecules in the first solvation shell because dispersion is too 
short ranged for interactions of the solute with second-solvent-
shell molecules to be significant. The solvent structural changes 
(both those due to solvent—solvent interactions and those due 
to solvent—solute interactions) are also assumed to be ap­
proximately proportional to this number because solvent struc­
tural changes beyond the first hydration shell are assumed to 
have a smaller effect than the typical error in the model due to 
other sources. 

Formation of a cavity without a solute involves changes in 
both dispersion and solvent structure, and the cavity formation 
component of the free energy is included in GQDS as well. 
Here we expect another significant difference between 
n-hexadecane and water. In water there is an entropically 
unfavorable contribution to the formation of a cavity due to 
loss of water—water hydrogen bonding possibilities for mol­
ecules on the surface of the cavity. In hydrocarbons, hydrogen 
bonding is not an issue, and instead, cavity formation is 
entropically favored due to destruction of the order that is 
characteristic of pure solvent.13,14 Thus, for water, the most 
important negative contributions to GQDS are the energetic 
effects of dispersion and, when present, of solute—solvent 
hydrogen bonding. For hydrocarbons, on the other hand, it is 
the dispersion energy and the entropy of cavity formation that 
are expected to be important negative contributors. 

In water, the choice for Rs is 1.4 A,11,12 an accepted value 
for the effective radius of a spherical model of a water molecule. 
In n-hexadecane, however, the choice for Rs is more ambiguous. 
For dispersion, the important part of the solvent probably 
consists only of those parts of the n-hexadecane molecules 
actually in contact with the van der Waals surface of the solute. 
The thickness of the "dispersion shell" is probably the same as 
if the solvent was methane. Thus, for short-range forces, we 
choose a solvent radius of 2.0 A. This value comes from 
molecular beam data, in which two methane molecules are found 
to have a van der Waals minimum-energy structure at a distance 
of approximately 4.0 A.15,16 However, solvent structural 
changes surely extend much farther into solution. For long-
range interactions, we choose a solvent radius of 4.9 A. The 
model was relatively insensitive to radius choice once the radius 
was in excess of about 4 A, so it was simply taken equal to the 
radius of a sphere that contains the same volume as that of a 
n-hexadecane molecule as calculated from the density of 
n-hexadecane at 298 K.6,17 A geometric representation is 
provided in Figure 1. We refer to the short-range interactions 
as CD terms for cavitation and dispersion and the long-range 
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Figure 1. Planar depiction of the two differently sized spherical solvent 
probes tracing out the centers of their respective first solvation shells 
(whose areas are the solvent-accessible surface areas). 

interactions as CS terms for cavitation and structure rearrange­
ment. Thus, for large solvents like n-hexadecane, it seems more 
reasonable to write 

"CDS = "CD "•" "CS (2) 

where 

GCD = X 0 ^ V O (3) 
y 

and 

Gcs = XCTTV*sS) (4) 
Y 

Furthermore, we would expect a^D to probably be negative 
and tfyS to probably be positive. As described above, R^D is 
set to 2.0 A and R$s is set to 4.9 A. 

For a large solvent that can make specific interactions (e.g., 
hydrogen bonds) with some solute functional groups, a^s 

could well depend on the type of atom y. For n-hexadecane, 
however, the solvent structural changes probably depend more 
on the existence of the cavity than on what is actually in it, so 
Oy might reasonably be expected to be almost independent of 
the type of atom y. Equation 4 then becomes 

Gcs = tf°SXV*sS) (5) 
y 

Dispersion interactions, though, depend on the polarizabihty of 
the solute atoms, so o^° surely depends significantly on the 
type of atom y. We will see that a reasonable set of parameters 
can be found that are in accord with the expectations just given. 

A second aspect in which the present solvation model differs 
from our previous models is that it is based on a new method 
that we have recently developed for assigning partial charges, 
in particular the CMl partial charge method.18 The CMl 
models, CMlA (based on semiempirical Austin Model I19 wave 
functions) and CMlP (based on semiempirical Parameterized 
Model 320 wave functions), are class IV charge models 
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(explained below) that yield atomic charges similar to high-
level ab initio charges but with a computational effort the same 
as obtaining the very inexpensive AMI or PM3 wave func­
tions.18 Because class IV charges based on either of these 
Hamiltonians produce similar, physically reasonable electrostatic 
interactions, we find that we are able to obtain a single set of 
solvation parameters that may be used to calculate accurate free 
energies of solvation with either the AMI or PM3 Hamiltonian. 
Moreover, these solvation parameters should be applicable with 
any set of high-quality partial charges and geometries, whether 
obtained from experiment or from high-level electronic structure 
calculations. We have also used this class IV charge method 
for improved calculations in aqueous solutions,21 and all 
solvation models developed with the new models are denoted 
as level-4 parameterizations, e.g. SM4 or SM4*, where x 
specifies the specific level-4 parameter set. The present model, 
in particular, will be denoted SM4. It will be included in a 
future release (5.0) of the AMSOL program.22 

Section 2 presents details of the theory, with section 2.1 
reviewing the aspects of previous SMx models that we shall 
incorporate into the SM4 model for n-hexadecane solvent and 
section 2.2 presenting the new elements required for eqs 2—5 
and for using the CMlA and CMlP charge models. Section 3 
presents the parameterization and results. Section 4 discusses 
the resulting solvation model, and section 5 presents concluding 
remarks. 

2. Theory 

2.1. General Aspects. A successful series of methods, called 
the SMx models, has already been introduced that calculates 
free energies of solvation in water.2-5 This formalism has been 
presented in full in earlier papers,2-5 and the relevant elements 
are briefly reviewed here. 

We begin by writing the free energy of solvation as 

in free energy due to APV terms, the creation of libron modes 
(i.e., the three-to-six new modes of the solution that replace 
the gas-phase translation and rotation of the solute), the deviation 
of all first-solvation-shell electrostatic effects from their values 
calculated by the SMx treatment based on the bulk dielectric 
constant (e.g., dielectric saturation), specific interactions such 
as hydrogen bonding, and any deviation of the entropy of mixing 
from its ideal value that correlates with solute area. We will 
return to the discussion of the entropy of mixing later in this 
subsection. 

In the present paper, we ignore AGVib and AGeiec, which are 
expected to be very small. This allows us to write 

AGS° — AGENP + GcDS (8) 

where AGENP is now the sum of Gp and £EN(SO1) minus £EN(g)* 
Gp can be calculated by the generalized1,10'23-30 Born31'32 

equation 

- K - D s Mk-YkV (9) 

where e is the dielectric constant of the solvent, qt is the partial 
atomic charge on atom k, and yw is a Coulomb integral. We 
use a modified2-5 form of the Coulomb integral suggested by 
Still et a/.,30 namely 

Yw = ( 4 + < W exp( -4 /4a A %) + 

4I> exp{-<$/{! - Kr* - r$)lr%?}}Tm (10) 

where rw is the distance between atoms k and k1 and a* is the 
effective Coulomb radius of atom k. For a single atom, a* is 
set equal to an intrinsic Coulomb radius, Qk, given by 

A G S ° - G(°ol) _ G(g) (6) 

where G(°0l) is the standard-state free energy of the solute in 
solution and G°g) is its standard-state free energy in the gas 
phase. We use a standard state of 1 mol/L in both phases. 
Furthermore, we restrict our attention in this paper to a 
temperature of 298 K. 

We can partition AGS° as 

AGS° — ^EN(S01) - £EN(g) + AGvib + AGdec + Gp + GQDS 

(7) 

where £EN is the sum of the solute electronic kinetic and 
electronic nuclear Coulombic energies either in the gas phase 
or in the presence of the solvent, AG^b and AGeiec are the change 
in internal vibrational and electronic free energy upon solvation, 
Gp is the free energy of the electric polarization, including both 
solute—solvent interaction energy and solvent reorganization 
energy, and GQDS is the remaining solvation free energy, 
which is assumed to correlate with solvent-accessible surface 
area. The three dominant contributions to GQ135 were identi­
fied in the Introduction; a more complete list includes not only 
cavitation, dispersion, and energetic and entropic effects from 
structural changes in the solvent but also the sum of the changes 
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where gf\ Q^\ qf, and qk
l) are empirical parameters such that 

Qk is a smooth, sigmoidal function that switches from Q[ ' at 
large positive q^ to Qk

0) + Q^ at large negative qk. The 
parameter qf* is the value of the inflection point of this curve, 
and qk

l) defines the steepness of the switch from Qk°' to p[0) + 
Q^. In all models thus far, qk^ has been fixed at 0.1. In 
multicenter cases, a* is determined numerically according to 
the dielectric screening model of Still et a/.30 with one of two 
possible radial quadrature schemes presented elsewhere.5'213033 

Note that a* depends on the set of all Qk' and that this method 
specifically allows for the treatment of arbitrarily shaped solutes. 
The dielectric screening model may be considered to be an 
approximate solution of the Poisson equation. Although it is 
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probably a reasonably physical solution in most cases,34 it does 
have some obvious shortcomings. For example, it sometimes 
predicts a positive polarization energy, which is nonphysical. 
This occurs because favorable Coulomb interactions are not 
screened fully consistently with unfavorable Coulomb interac­
tions. Fortunately, such positive values do not appear to be 
large, and we accept them in the same way as other inevitable 
modeling errors. 

When developing a model, G,?DS is determined by rearrang­
ing eq 8 to yield 

GCDS = &Gs - AGENP (12) 

where AGj is now a reference free energy of solvation 
calculated from experimental data. We then substitute eqs 2, 
3, and 5 on the left-hand side and determine the o^° and cfis 
values by a multilinear regression to a model-specific equation 
involving empirical surface tensions and solvent-accessible 
surface areas as defined by Lee and Richards.11'12 

In this work, as in our previous solvation models, we neglect 
any contribution from a nonideal entropy of mixing. Although 
the ideal entropy of mixing approximation that is implicit in 
our treatment can be derived only in very special cases, e.g. for 
solute and solvent being isotopes35 or at least having equal free 
volumes in a liquid mixture,36 or for linear arrangements of long 
and short molecules,35,37 no better treatment is available for the 
general case. There is evidence that the ideal-solution ap­
proximation for the entropy can provide a good approximation 
even for molecules of quite different size.38,39 In our work, 
any nonideality of the entropy of mixing is included in the first-
solvation-shell terms.40 Additional experimental evidence 
relevant to the present investigation is provided by solutions of 
n-hexane and M-heptane in n-hexadecane; data for the former 
show only slight deviations from ideal solution behavior;35'41,42 

data for the latter show a more significant nonideality, although 
it is still small.35,43 Finally, recent investigations have suggested 
that nonideal entropy of mixing contributions for a given solute 
do scale proportionally to the size of the first solvation 
shell;4044,45 G£DS thus has the proper functional form to absorb 
such effects into the parameterization. 

2.2. SM4 Formalism for n-Hexadecane. The new SM4 
model for n-hexadecane involves two major improvements over 
previous models; in particular, a new method is used to obtain 
partial charges that allows us to achieve a general parameter 
set that is transferable among Hamiltonians, and the form of 
GQDS has been redefined. 

Incorporation of Charge Model 1. In the original SMx 
models,2-5 partial charges were obtained from the semiempirical 
wave function using a zero-overlap Mulliken population analy-
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(35) Hildebrand, J. H.; Scott, R. L. The Solubility of Nonelectrolytes, 
3rd ed.; Reinhold: New York, 1950; pp 17,46, 106-118, 210-211,452-
453. 

(36) Shinoda, K. Principles of Solution and Solubility; Marcel Dekker: 
New York, 1978; pp 111-116. 
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sis46 of the AMI19 or PM320 semiempirical molecular orbital 
wave functions. The Mulliken analysis method has been highly 
criticized in the literature, especially for extended basis sets. 
For the minimal basis set employed in AMI and PM3, it yields 
charges that follow physically reasonable trends but that are 
not quantitatively accurate. In an effort to obtain more physical 
partial charges, we have developed a class IV charge method 
called Charge Model 1 (CMl).18 Class I charges are those that 
are obtained directly from experiment by simple models. Class 
II charges are obtained directly from a quantum mechanical 
wave function, while class III charges are obtained from a 
physical observable that is predicted from the wave function, 
e.g. charges derived from electrostatic-potential-fitting. Finally, 
class IV charge methods transform class II or class III charges 
to more accurately predict the desired experimental property. 
Thus, the parameters in the CMlA and CMlP models were 
determined18 to map the Mulliken charges obtained from the 
wave function computed using the AMI and PM3 Fock 
operators19,20 to charges that more accurately reproduce experi­
mental gas-phase dipole moments. 

A critical element of the CMlA and CMlP models is that 
the charges are linear functions of the one-particle density matrix 
elements, which are themselves bilinear functions of the 
molecular orbital coefficients. In particular, if molecular 
orbitals, ipa, are linear combinations of atomic orbitals, 4>x, then 

V\x = X c a A (13) 
X 

Then, for a closed-shell molecule treated by restricted Hartree— 
Fock theory with real atomic orbitals, the one-particle density 
matrix elements are 

OCC 

Px0=^c01C0x, (14) 
a 

The notation indicates a sum over occupied molecular orbitals. 
By obtaining charges as simple functions of the density matrix 
elements, we retain a reasonably high level of computational 
efficiency and numerical stability. 

The CMl models begin with the Mulliken charge g-M) on 
atom i, which, since the atomic orbitals are assumed orthogonal 
in NDDO methods, reduces to 

^ = Z1-Jf1x (15) 
/Ui-

and they apply a semiempirical mapping in the form of 
q, = q™ + B1[C19M + d] _ £ B.Ac.,qf) + df] (I6) 

where Bw is the covalent bond index47 (or, for short, the bond 
order) between atoms i and i', B1 is the sum of all bond orders 
to atom i, and c, and di are empirical scale factors and offsets 
respectively defined as 

c, = e, + X/ (c )(B,rMr (17) 

4 = 2, + Xz^IfMr (is) 

In eqs 17 and 18, c, and dj are parameters that depend only 

(46) Mulliken, R. S. J. Chem. Phys. 1955, 23, 1833. 
(47) Armstrong, D. R.; Perkins, P. G.; Stewart, J. J. P. J. Chem. Soc, 

Dalton Trans. 1973, 838. 
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on the atomic number of atom ;', and cw and dw are parameters 
that depend on the atomic numbers of atoms ;' and i'. /(c)(fl,-,«) 
and/(d)(2?,,') are functions18 of the covalent bond indices and 
are specified in the supplementary material. Bw is defined as 

^ = XX (;̂ , + ^ / (19) 

In the present work, the orbitals are real and Pxa = PaX-
Nevertheless, we write the bond order in the manifestly 
symmetric form of eq 19 to insure that analytic derivatives of 
functions of the covalent bond indices with respect to density 
matrix elements are symmetric (i.e., the same for Bw and Bn); 
this proves useful when taking the derivative of the CMl charge 
with respect to the density matrix, as required below. 

The second term in eq 16 is the mapping of the partial charge 
on atom /. The third term is a renormalization-like term that 
accounts for the change in charge of all other atoms bonded to 
i. This term is needed to preserve the overall charge of the 
system.18 

The full specifications of the CMlA and CMlP charge 
models are provided elsewhere.18 We simply note here that 
the parameters in eqs 17 and 18 were obtained by least squares 
fitting to experimental dipole moments and high-level ab initio 
partial charges for 195 test molecules. The parameters in the 
charge models are different for CMlA and CMlP, but we will 
obtain a single set of solvation model parameters that may be 
used with either set of resulting charges. 

In order to determine the molecular orbitals self-consistently 
in the presence of a reaction field, that field must enter into the 
SCF equations. Modification of the Fock operator (relative to 
the gas phase) will result in a new secular equation for the 
molecular orbital coefficients. Different coefficients imply a 
different density matrix. Of course, that different density matrix 
then results in a change in the Fock matrix, and the whole 
procedure must be repeated until convergence is reached, just 
as in any SCF strategy. The point, however, is that the density 
matrix for the solvated solute will be different from that for the 
gas-phase solute. The question, then, is how to form the Fock 
operator. 

In SCRF theory,1,10 we have the following general equation 

F _ 3 G 
F ~ 3 P 

(20) 

where F is the Fock matrix, G is the energy functional (which 
is the sum of the internal electronic and internuclear Coulomic 
energy of the solute and the free energy of the solvent), and P 
is the density matrix. For a gas-phase restricted Hartree—Fock 
calculation in which core electrons are not treated explicitly 

7 7 

• flV i<j 'ij 

where fi and v run over the set of valence atomic orbital basis 
functions, Z, is the nuclear charge of atom i minus its number 
of core electrons, and P^ is the density matrix formed from 
the coefficients of the molecular orbitals in the usual fashion, 
as in eqs 13 and 14. Matrix elements for the one-electron 
Hamiltonian h^v are defined by 

v=W-^W-sW7lv) (22) 

and r,- is the distance to nucleus i. Matrix elements for the gas-
phase Fock operator are defined by48 

^ = V + X*4(MWC2) 
Xa 

1 

12 

v(l)cr(2)\ -

-(M1)A(2) 
12 

a(l)v(2)\j (23) 

where the integrals are the usual Coulomb and exchange 
integrals, respectively. It is easily verified that eqs 20—23 are 
consistent, i.e. the Fock matrix is indeed the partial derivative 
of the energy functional with respect to the density matrix. 

Within the generalized Born approximation, the energy 
functional for a solute dissolved in a liquid solvent may be 
written as 

liv '"J rij 

Hi - - J X fcfcOV (24) 
2\ €/ kX 

where P1 is the relaxed (with respect to solvation) density matrix, 
i*0)' is the Fock matrix defined by eq 23 but formed using the 
relaxed density matrix, and the final term accounts for electric 
polarization using the generalized Born formalism. Note that 
the first term continues to represent simply the electronic energy 
of the solute, including electron—nuclear attraction, although it 
will generally be higher in energy than was the corresponding 
gas-phase term since the density matrix has been changed from 
the gas-phase optimum. The gas-phase nuclear repulsion term 
is unchanged; the dielectric screening of nuclear repulsion is, 
however, one of the effects included in the third term of eq 24. 

In order to arrive at the relaxed density matrix, we must solve 
for the orbitals with a proper Fock matrix as defined by eq 20. 
Doing so requires us to take the partial derivative of eq 24 with 
respect to the density matrix. This yields 

MY _ 9 G E N P 

BP, fiV 

= ̂ - i - : X 
e KU YwXdP, 

%Yw 
WV (25) 

3P„, 

We emphasize that F^l is required for solution of the SCF 
equations but FfI is used in the calculation of GENP according 
to eq 24. 

Appendix A (in the supplementary material) contains further 
information on forming the Fock matrix with the new charge 
models. 

Our solvation model is directly dependent on the underlying 
Hamiltonian in two ways. First, the partial charges resulting 
from an analysis of the wave function are used to calculate the 
polarization energy and the new Fock matrix according to eqs 
9 and 25. Second, the geometry of the molecule determines 
the solvent-accessible surface areas that are used in eqs 3 and 
5. Thus, previously,3-5 new parameters were required for use 

where (f\g\ti) indicates an integral with the Dirac bra-ket notation (48) Roothaan, C. C. J. Rev. Mod. Phys. 1953, 23, 61. 
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Table 1. SM4 Results for Selected Compounds using AMI and PM3" 

methane 
ethane 
cyclopropane 
n-hexane 
2-mefhylpentane 
cyclohexane 
n-hexadecane 
1-pentene 
1-butyne 
anthracene 
ethanol 
1-decanol 
tert-butyl alcohol 
butanal 
2-butanone 
methyl propanoate 
pentyl acetate 
ethyl octadecanoate 
diethyl ether 
tetrahydrofuran 
trimefhylamine 
n-methylaniline 
acetonitrile 
4-methylpyridine 
fluorobenzene 
dichloromefhane 
(E)-1,2-chloroethene 
chlorobenzene 
1,2-dibromoethane 
iodoethane 
efhanethiol 
dimethyl sulfide 
water 
ammonia 
tetramethylsilane 
tetraethylsilane 
tetramethylstannane'' 
tetraethylstannane'1 

helium' 
neon' 
argon' 

AGENP 

-0 .02 
-0 .03 
-0 .17 

0.06 
0.06 
0.02 
0.40 

-0.14 
-0 .94 
-2 .23 
-1 .43 
-1 .11 
-0 .93 
-1 .53 
-1 .62 
-0 .76 
-0 .80 
-0.15 
-0 .67 
-1 .02 
-0 .63 
-1 .72 
-2.45 
-1 .83 
-1 .07 
-0 .83 
-0 .37 
-1.05 
-0 .72 
-0 .64 
-0 .70 
-0 .69 
-1.67 
-2 .52 
-0 .26 
-0 .12 
-0 .39 
-0.17 

0.00 
0.00 
0.00 

GCD 

-10.21 
-12.20 
-13.43 
-19.21 
-18.49 
-17.01 
-36.62 
-17.38 
-14.53 
-25.74 
-12.91 
-26.84 
-15.90 
-15.56 
-15.57 
-16.69 
-22.18 
-44.89 
-17.15 
-14.96 
-15.07 
-19.67 
-11.62 
-17.56 
-16.67 
-14.15 
-15.81 
-18.70 
-17.81 
-15.94 
-14.88 
-14.74 

-8 .23 
-9 .36 

-18.56 
-22.77 
-19.99 
-24.37 

-7 .47 
-7 .66 
-9 .02 

AM1-SM4 

Gcs 

10.36 
11.68 
12.18 
15.70 
15.16 
14.37 
25.72 
14.44 
13.20 
17.77 
12.23 
20.25 
13.76 
13.82 
13.82 
14.52 
17.67 
30.64 
14.53 
13.40 
13.28 
15.26 
11.71 
14.39 
13.94 
12.23 
13.00 
14.40 
13.76 
12.99 
12.73 
12.73 
9.50 
9.86 

14.89 
17.20 
15.54 
18.01 
9.85 
9.82 
9.97 

GcDS 

0.15 
-0 .52 
-1.25 
-3 .52 
-3 .33 
-2 .63 

-10.90 
-2 .94 
-1 .33 
-7.97 
-0 .68 
-6 .59 
-2 .14 
-1 .74 
-1 .76 
-2.17 
-4 .50 

-14.24 
-2 .62 
-1 .56 
-1 .79 
-4 .41 

0.09 
-3 .18 
-2 .73 
-1 .92 
-2 .81 
-4 .30 
-4.05 
-2.95 
-2.15 
-2 .01 

1.27 
0.50 

-3 .67 
-5 .57 
-4 .46 
-6 .36 

2.38 
2.16 
0.95 

AGS°(SM4) 

0.13 
-0 .55 
-1 .42 
-3 .46 
-3.27 
-2 .61 

-10.50 
-3 .08 
-2.27 

-10.20 
-2 .11 
-7 .70 
-3.07 
-3 .27 
-3 .38 
-2 .93 
-5 .30 

-14.39 
-3 .29 
-2 .58 
-2 .42 
-6 .13 
-2 .36 
-5 .01 
-3 .80 
-2.75 
-3 .18 
-5.35 
-4 .77 
-3 .59 
-2.85 
-2 .70 
-0 .40 
-2 .02 
-3 .93 
-5 .69 
-4.85 
-6 .53 

2.38 
2.16 
0.95 

AGENP 

0.00 
-0 .01 
-0 .08 

0.02 
0.02 
0.01 
0.15 

-0 .09 
-0.74 
-1 .40 
-1 .32 
-1 .16 
-0 .92 
-1 .61 
-1 .63 
-0 .28 
-0 .48 

0.03 
-0.50 
-0 .77 
-0 .23 
-1 .25 
-2 .72 
-1 .39 
-0 .79 
-0 .87 
-0.35 
-0 .67 
-0 .71 
-0.55 
-0.55 
-0 .76 
-1 .52 
-1 .31 
-0 .02 
-0 .52 
na 
na 
0.00 
0.00 
0.00 

GCD 

-10.24 
-12.26 
-13.53 
-19.34 
-18.53 
-17.12 
-36.94 
-17.48 
-14.59 
-25.78 
-12.96 
-27.03 
-15.97 
-15.65 
-15.67 
-16.83 
-22.38 
-45.33 
-17.25 
-15.07 
-15.21 
-19.74 
-11.67 
-17.64 
-16.70 
-14.22 
-15.80 
-18.71 
-17.71 
-15.80 
-15.04 
-14.91 

-8 .26 
-9.55 

-18.91 
-23.17 

na 
na 

-7.47 
-7 .66 
-9 .02 

PM3-SM4 

Gcs 

10.30 
11.64 
12.17 
15.68 
15.11 
14.36 
25.72 
14.42 
13.18 
17.74 
12.20 
20.24 
13.76 
13.82 
13.81 
14.51 
17.65 
30.68 
14.51 
13.38 
13.28 
15.24 
11.68 
14.36 
13.92 
12.22 
12.97 
14.37 
13.67 
12.88 
12.75 
12.77 
9.50 
9.86 

14.97 
17.31 
na 
na 
9.85 
9.82 
9.97 

r0 

"CDS 

0.07 
-0 .62 
-1 .36 
-3 .67 
-3 .42 
-2 .76 

-11.21 
-3 .06 
-1 .41 
-8 .04 
-0.75 
-6 .79 
-2 .21 
-1 .83 
-1 .87 
-2 .32 
-4 .72 

-14.65 
-2 .74 
-1 .69 
-1 .93 
-4 .50 

0.01 
-3 .29 
-2 .78 
-1 .99 
-2 .83 
-4.34 
-4 .04 
-2 .92 
-2 .29 
-2 .15 

1.24 
0.31 

-3 .93 
-5.87 
na 
na 
2.38 
2.16 
0.95 

AGS°(SM4) 

0.07 
-0 .63 
-1 .44 
-3.65 
-3.40 
-2.75 

-11.06 
-3.15 
-2.15 
-9.44 
-2.07 
-7 .95 
-3 .13 
-3.44 
-3.50 
-2.60 
-5.20 

-14.62 
-3.24 
-2 .46 
-2 .16 
-5.75 
-2.71 
-4.68 
-3.57 
-2 .86 
-3.18 
-5.01 
-4.75 
-3.47 
-2.84 
-2 .91 
-0.28 
-1 .00 
-3.95 
-6 .38 
na 
na 

2.38 
2.16 
0.95 

Giesen et al. 

AGsCexpt)" 

0.45c 

-0 .67 d 

— 1.78c 

-3.64* 
-3.45" 
- 4 . 0 4 ' 

-10.52^ 
-2.79«* 
-2.07^ 

-10.32^ 
-2.03^ 
-7.68^ 
-2.74 d 

-3.1(H 
-3.12* 
-2 .68 c 

-5.24^ 
-13.69« 

-2.75^ 
-3.60« 
-2.21-* 
-6 .19 ' 
-2.37rf 

-4 .89 c 

-3.8(H 
-2.75* 
-3 .11* 
-4.99"* 
-4 .62 d 

- 3 . 5 1 d 

-2.96* 
-3.05^ 
-0.35* 
-0.93<< 
-2.92 c 

-5 .86 c 

- 3 . 9 8 ' 
-6 .93 c 

2.38c 

2.16c 

0.95c 

" Free energies are in kcal/mol. * Letter indicates the reference from which the experimental data was taken. c Reference 9. •* Reference 54. 
' Reference 52. /Reference 53. s Reference 55. h Parameters for tin are not available with PM3. ' Calculated without use of either AMI or PM3. 

with each new semiempirical Hamiltonian. This was necessary 
for the most part because differences in the underlying wave 
functions caused the electrostatic interactions calculated from 
the Mulliken partial charges to differ markedly between the 
AMI and PM3 models. However, both the CMlA and CMlP 
models18 give partial charges that are consistent with high-level 
ab initio electrostatic-potential-fitting49'50 charges. The inclusion 
of these models causes electrostatic interactions calculated using 
either AMI or PM3 to be quite similar (see Table 1). Because 
of this, and because of the fact that the CDS term is fairly 
insensitive to small changes in the molecular geometry (again 
see Table 1), we can for the first time create a set of parameters 
that are Hamiltonian-independent. As a consequence, the 
parameters presented in this paper were developed for use with 
either the AMI or the PM3 Hamiltonians. Indeed, because the 
parameters were developed using partial charges that agree with 
high-level ab initio calculations and also using reasonable 
geometries, they should be valid for use with any Hamiltonian 
that is accurate enough to yield sufficiently reasonable partial 
charges and geometries. In this paper, we develop and apply 

the SM4 model parameters using the AMI and PM3 Hamilto­
nians. 

New Definition of G^DS. In SM2,3 SM2.1,33 and SM3,4 the 
surface tension of a non-hydrogenic atom depends on the bond 
order to hydrogen for that atom and hydrogen is given a zero 
surface area. This allows us to treat each hydrogen as part of 
a group and thus to account for the fact that the properties of 
hydrogen change depending on the atom to which it is bonded. 
In the present parameterization, hydrogenic solvent-accessible 
surface area is calculated as for any other atom but the hydrogen 
CD surface tension varies according to the type of atom that it 
is bonded to; nonhydrogenic heavy atoms have a constant 
surface tension. In addition, a bond-order-dependent surface 
tension was added for carbon bonded to carbon in order to 
fit the alkyne experimental data. This gives us an equation for 
GQDS in the SM4 formalism for n-hexadecane as 

"CDS 
C S V ACS,QCS [ -OCS 1 X , V ^ C D 4CD.-0CD roCD 

}) 

(26) 

(49) Chirlian, L. E.; Francl, M. M. /. Comput. Chem. 1987, S, 894. 
(50) Breneman, C. M.; Wiberg, K. B. J. Comput. Chem. 1990, 11, 361. where ak takes the form 
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r~cD 
O1 

°k -( 

k * H, C 

S °C™Bw k = H 

°k + 2M aCCBkH k = C 

Table 2. Surface Tensions for n-Hexadecane SM4 

(27) 

f=c 

and fikx is defined as 

# = *t + ** (28) 

where X can be either CD or CS. /?* is the radius of atom k 
and is the same for CD and CS terms. Equation 27 allows the 
surface tension of a hydrogen to gradually change during a 
proton or hydride transfer in which the hydrogen environment 
is also changing. This overcomes one of the shortcomings in 
SMIa,2 a model that, while accurate, was limited in its utility 
due to its inability to allow environmentally specific surface 
tensions to change continuously during a reaction. Also, by 
explicitly including the bond order calculated from the density 
matrix, the atomic environments need not be specified. 

3. Parameterization for n-Hexadecane 
Method. Throughout the parameterization step, all geom­

etries are optimized in the presence of the solvent. In calculating 
the effective Coulomb radii, a*, from the intrinsic Coulomb 
radii, Qk, the radial integrals of the dielectric screening algorithm 
were all well converged, using the force trapezoid algorithm of 
ref 33. 

First we divide the parameters into two groups: those given 
standard values or taken from previous models and those 
optimized in the present work. The former set includes all 
q(

k
l) and some values of Rk, gf\ Q[1\ and qf\ As has been 

done in all previous models,2-5 ^1 ' was set to 0.1. All non-
carbon Rk values are from Bondi;51 the value for carbon was 
set to 1.60 A. With the exception of C, N, and O, gf* remains 
the same value as in SM2.1.33 For H, ^ 1 ' and qf remain the 
same as in SM2.1;33 for O, these two parameters have been 
reoptimized. All other Qk

l) have been set to zero, and all other 
qk

0) have been removed and are no longer parameters. In 
SM2, SM2.1, and SM3, d$ in eq 10 is taken equal to zero 
unless k and k' correspond to N and H or to O and O. In the 
present parameterization we found that the former was unneces­
sary. We make d$ nonzero only for 0—0 interactions. The 
parameters used have the same value as in all previous 
models.2-5 (This means that only bonded and geminal O—O 
interactions are affected. The fact that such interactions are 
not treated well in any of our models or in any solvent tends to 
indicate that the problem is with the underlying wave functions.) 
For completeness, Rk, Qk°\ Q^, qf\ <$, <$, r$ , and r% are 
given in Appendix B of the supplementary material. The only 
remaining parameters are the surface tensions, and these were 
obtained by linear regression using eqs 12, 26, and 27. 

Reference data for AGS° are required for the linear regres­
sion using eq 12. In parameterizing the present model, we have 
taken data from five sources.9-52-55 A test set of 153 compounds 
was selected to develop the surface tensions. Each compound 
was computed using both the AMI and PM3 Hamiltonians, 
creating a total of 306 data points in the parameterization. 

(51) Bondi, A. J. Phys. Chem. 1964, 68, 441. 
(52) Zhang, Y.; Dallas, A. J.; Carr, P. W. J. Chromatogr. 1993, 638, 

43. 
(53) Abraham, M. H. J. Chromatogr. 1993, 644, 95. 
(54) Abraham, M. H. Chem. Soc. Rev. 1993, 22, 73. 
(55) Abraham, M. H. Personal communication. 

H 
He 
C 
N 
O 
F 
Ne 
S 
Cl 
Ar 
Br 
I 

atom 

C bonded to C 

„CD 

cal mol ' A 2 

b 
-40.31 
-76.80 
-36.29 
-39.18 
-37.42 
-41.55 
-59.77 
-55.35 
-47.66 
-59.79 
-62.58 

b 

„CD„ 
°k'k' 

cal mol ' A -2 

b 
b 

-50.21 
-56.29 
-56.13 

b 
b 

-54.64 
b 
b 
b 
b 
1.19 

„cs 

cal mol ' A 2 

17.25 
17.25 
17.25 
17.25 
17.25 
17.25 
17.25 
17.25 
17.25 
17.25 
17.25 
17.25 
b 

" Unless otherwise indicted, is CT^- * Not a parameter. c Not rec­
ommended for nitro compounds. See text. 

We did not include any carboxylic acids in our data set 
because the experimental data may be unreliable for such 
compounds. This is discussed further below. 

Results. The surface tensions are obtained by considering 
eqs 2, 3, 5, and 8. In particular, they are obtained by minimizing 
the rms error in AGS° calculated from 

AG8
0 - AGENP + If-! CDAy(R^D) + acsAy(R

c
y
s)] (29) 

with respect to o05 and to the ok and oa parameters in 
CTyD (see eq 27). Since the unknown parameters all occur 
linearly at this stage, this step is accomplished noniteratively 
for a given set of geometries. The geometries were then 
reoptimized in solution with the new parameters, and this cycle 
was repeated until the geometries and the parameters were 
simultaneously converged. Note that AGENP depends on 
whether we use the AMI or PM3 method. The rms error for a 
preliminary fit to the 153 data points based on the AMI 
Hamiltonian is 0.39 kcal/mol, with a mean unsigned error of 
0.28 kcal/mol and a mean signed error of 0.00 kcal/mol. A 
preliminary fit to the 153 data points that use the PM3 
Hamiltonian yields an rms error of 0.40 kcal/mol, a mean 
unsigned error of 0.29 kcal/mol, and a mean signed error of 
0.00 kcal/mol. Not only are the rms and mean errors similar, 
the parameters obtained this way are also very similar. Thus, 
for the final fit, we combined these data points into a single set 
of 306 points. The resulting surface tensions are given in Table 
2. Results for 41 representative solutes are given in Table 1 
for discussion purposes. Results for the entire test set of 
compounds are given in Appendix C, which is contained in the 
supplementary material. The rms error over the 306 AMI and 
PM3 data points is 0.41 kcal/mol. The mean unsigned error is 
0.29 kcal/mol, and the mean signed error is 0.00 kcal/mol. Using 
the final fit, the rms error for the 153 data points that use the 
AMI Hamiltonian is 0.40 kcal/mol, with a mean unsigned error 
of 0.29 kcal/mol and a mean signed error of —0.03 kcal/mol. 
The rms error for the 153 data points that use the PM3 
Hamiltonian is 0.42 kcal/mol, while the mean unsigned and 
signed errors are 0.29 and 0.03 kcal/mol, respectively. For 
comparison, we note that the dispersion of the reference data is 
2.05 kcal/mol, where the dispersion is calculated as 

D = (AGr:f)
2-(AG<J 

1/2 

(30) 

4. Discussion 
Polarization. A common misconception is that polarization 

is not very important in nonpolar solvents. However, an 
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Table 3. Free Energies of Solvation (kcal/mol) and Partial Charges on Oxygen for Diethyl Ether and Butanal using PM3 

solute 
relaxation? AG0S A G E N P 

diethyl ether 

GP G P ( O ) "7(O) AGS° A G E N P 

butanal 

GP G P ( O ) q(0) 

expt 
SM4 
SM4 
SM4 

none 
partial" 

full 

-2.75 
-3.22 
-3.24 
-3.24 

-0.47 
-0.50 
-0.50 

-0.47 
-0.53 
-0.54 

-0.69 
-0.75 
-0.76 

-0.36 
-0.37 
-0.37 

-3.10 
-3.23 
-3.42 
-3.44 

-1.43 
-1.59 
-1.61 

-1.43 
-1.79 
-1.81 

-1.54 
-1.87 
-1.89 

-0.41 
-0.45 
-0.45 

" Electronic relaxation permitted but geometry frozen at the gas-phase minimum. 

examination of eq 9 reveals that even a low dielectric solvent 
such as n-hexadecane (for which e = 2.066) yields slightly more 
than one-half of the polarization energy that is obtained in water 
(e = 78.36) for a fixed set of charges. A comparison between 
diethyl ether and butanal as calculated using our solvation model 
with the PM3 Hamiltonian illustrates this important point. 
Experimentally, butanal is solvated 0.4 kcal/mol better than 
diethyl ether. Both compounds are slightly oversolvated by our 
model compared to experiment (Table 1). If we only examine 
GQDS, it would appear that diethyl ether should be the better 
solvated compound for two reasons. First, diethyl ether has a 
larger surface area than butanal—346 A2 compared to 322 A2 

when calculated using R1^0. The two additional (favorably 
solvated) hydrogens in diethyl ether should lead to a more 
negative free energy of solvation. In addition, the oxygen is 
buried in the ether, while in the aldehyde, it is quite exposed. 
Because the surface tension for oxygen is less negative than 
for carbon or for hydrogen, it is energetically more favorable 
for the oxygen to be buried and the hydrogen and carbon to be 
exposed. However, both experiment and our model show that 
butanal is better solvated than diethyl ether. Therefore, 
polarization must play an important role in the solvation of the 
aldehyde. Indeed, as shown in Table 3, Gp values are —1.81 
kcal/mol for butanal and —0.54 kcal/mol for diethyl ether. Using 
these values, AGENP values are —1.61 kcal/mol for the aldehyde 
and —0.50 kcal/mol for the ether. We can assign the polariza­
tion energy contribution of a single atom, k, by56 

GP(fc) = -Hl- -W2Yu + qkJ, qtf*) (31) 
2V e / v^k 

Note that this equation includes the diagonal term for atom k 
and one-half the sum of the interaction energies of all atoms, 
k', with atom k. Using eq 31, we can calculate the polarization 
energy associated with the oxygen in each compound. Specif­
ically, oxygen accounts for —1.89 kcal/mol polarization energy 
in the aldehyde and —0.76 kcal/mol in the ether. Upon 
dissolution, the charge on the oxygen increases from —0.41 to 
-0 .45 in the aldehyde and from -0.36 to -0.37 in the ether. 
Thus, even in n-hexadecane, it is important to allow the wave 
function to polarize. If we do not allow the wave function to 
polarize, i.e. if the solution-phase wave function remains the 
same as the gas-phase wave function, Gp values are — 1.43 kcal/ 
mol for the aldehyde and —0.47 kcal/mol for the ether. The 
oxygen contributions are —1.54 and —0.69 kcal/mol, respec­
tively. Evidently, polarization is approximately 10 times more 
important for the aldehyde than for the ether. 

Surface Tensions. Figure 2 is a plot of G<?DS as calculated 
by eq 12 for all 306 data points in the test set versus solvent-
accessible surface area calculated with a solvent radius of 2.0 
A. A similar plot results from using a larger or smaller solvent 
radius provided the radius is in a physically reasonable range. 
As can be seen, GcDS when calculated in this manner does not 

(56) Cramer, C. J.; Truhlar, D. G. Chem. Phys. Lett. 1992,198, 74; 1993, 
202, 567(E). 

0 200 400 600 800 1000 
Solvent-Accessible Surface Area (A2) 

Figure 2. Plot of G£DS calculated by eq 12 versus total solvent-
accessible surface area as calculated with a solvent radius of 2.0 A. 

tend toward zero when extrapolated from molecular data to zero 
solvent-accessible surface area. In fact, it appears that a linear 
equation for G£DS with a single solvent radius, such as has 
been used in our previous models,2-5 would require an intercept 
of about +4.4 kcal/mol to properly fit the data. Although some 
workers have advocated the use of a non-zero intercept for 
surface tension terms,57-59 this creates problems. If an intercept 
were to be added to eq 26, a molecule with zero surface area 
would have a CDS energy associated with it. Moreover, non­
zero intercepts are not size extensive; in the case where the 
number of entities changes during the calculation of AGS° 
(e.g., along a reaction path for dissociation or association), an 
intercept causes a nonphysical change in the total free energy 
of the system. We also considered adding a term that was 
proportional to the square root58 of the solvent-accessible surface 
area. This suffers from much the same problem as the intercept; 
two separate fragments would have a different CDS energy if 
treated as dissociated than if treated as one weakly interacting 
fragment (supermolecule approach) with the same total solvent-
accessible surface area. This is why the separation of short-
range and long-range forces is a critical improvement in this 
model. As shown in Figure 3, this allows us to accurately 
calculate G<?DS with two linear parameters that preserve size 
extensiveness. Figure 3 also shows that there is no size-
dependent error in the model; that is, larger molecules are 
calculated as accurately as smaller molecules, at least over the 
size range represented in the test set. 

In preliminary work, we considered various values for the 
CS solvent radius; in particular, we experimented with numerous 
large radii up to 10 A. The rms error, to within 0.05 kcal/mol, 
was fairly independent of the actual radius for values larger 

(57) Sharp, K. A.; Nicholls, A.; Friedman, R.; Honig, B. Biochemistry 
1991, 30, 9686. 

(58) Hermann, R. B. J. Comput. Chem. 1993, 14, 741. 
(59) Sitkoff, D.; Sharp, K. A.; Honig, B. J. Phys. Chem. 1994, 98, 1978. 
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Figure 3. Plot of the error in the SM4 n-hexadecane model versus 
the total solvent-accessible surface area as calculated with a solvent 
radius of 2.0 A. 

than 4 A. We have chosen the radius of a sphere that contains 
the same volume as the solvent molecule as calculated from 
the density of the pure substance at 298 K.17 

Examination of GQDS. Abraham and co-workers9 provided 
values for free energies of transfer from gas to n-hexadecane 
for the noble gases. Even though neither AMI nor PM3 contain 
any parameters for these elements, we can calculate their free 
energies of solvation using our model. In particular, AG8

0 

must equal GQ05 for these solutes as AGENP is identically zero 
within the present model for these compounds. This yields 

AGs°(expt)(He,Ne,Ar) = G c s + GCD (32) 

Furthermore, since the only semiempirical parameter, a08, in 
Gcs ' s a u - e ady determined, we can immediately calculate GQ5 

(given the rare gas radius). This yields GQ0 by substitution 
into eq 32, and then eq 3 yields a o/f0 value for each rare gas. 
We shall call GQ0 calculated in this manner G^D(SM4), and 
the resulting of® values are listed in Table 2. Because these 
gases were guaranteed to come out with the correct energy, they 
were not included in the error calculations for the model. 

The above calculations on rare gases might seem to be a 
fruitless exercise, but they actually provide insight into the 
physical reasonableness of the present scheme. This is because 
we can estimate GQ0 independently by combining previous 
estimates14 of the positive entropic contributions to cavity 
formation with estimates of the dispersion contribution from 
molecular beam interaction well depths.16,60'61 As stated in the 
introduction, these two terms—dispersion and the positive 
entropic contribution to cavity formation—are considered to be 
the main negative free energy contributors to GQ 0 . We shall 
refer to GQ0 estimated as the sum of these two terms as 
G(?D(est). A comparison of G<?D(SM4) and GcD(est) allows us 
to check if the partition obtained by using the experimental 
AGS° and our universal cf5 agrees with the independent 
estimate. 

For the calculation of GCD(SM4), the only solute-dependent 

(60) Buck, U.; Kohl, K. H.; Kohlhase, A.; Faubel, M.; Staemmler, V. 
MoI Phys. 1985, 55, 1255. 

(61) Buck, U.; Schleusuer, J.; Malik, D. J.; Secrest, D. J. Chem. Phys. 
1981, 74, 1707. 
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Table 4. Comparison of Dispersive and Positive Entropic 
Solvation Contributions As Calculated by SM4 n-Hexadecane and 
in Section 4" 

I.6 dispersion 2.c-TAS(Cavity) GCD(esl)d GCD(SM4)e 

argon 
neon 
helium 
methane 

-4.0 
-1.3 
-0.6 
-4.8 

-5.3 
-5.0 
-4.3 
-5.3 

-9.3 
-6.3 
-4.9 

-10.1 

-9.0 
-7.7 
-7.5 

-10.2 

" All energies are given in kcal/mol. * Calculated from data in refs 
16, 60, and 61 . c Entropy of cavity formation calculated from ref 14. T 
= 298 K. d Sum of 1 and 2. ' This work. 

parameter needed is Ri1. For Rk, we used the molecular beam 
data of Buck et a/.1660'61 Their data give the equilibrium 
distance between a noble gas and a methane molecule for He, 
Ne, and Ar. According to ref 16, in van der Waals systems 
that contain a noble gas, it is common for the more polarizable 
partner to determine the equilibrium interaction distance, while 
the type of noble gas determines the interaction well depth. 
Using a methane radius of 2.0 A taken from another source,15 

we determined the effective radii of He, Ne, and Ar in an alkane 
solution to be 1.84, 1.83, and 1.88 A, respectively. With Rk 
determined, we may now calculate GCD(SM4), which is given 
in Table 4 for each gas. We now consider the estimation of 
GcD(est). To a first approximation, we consider dispersion to 
be a sum of pairwise energies of interaction for the noble gas 
atom with individual methane molecules located at the pairwise 
equilibrium separation. For the three noble gases studied 
here,16'60,61 the pairwise energies of interaction are —0.05, —0.11, 
and —0.33 kcal/mol for He, Ne, and Ar, respectively. In 
solution, a noble gas atom will be surrounded by more than 
one methane. Many spherical or nearly spherical nonassociating 
liquids pack so that each molecule tends to have about 12 nearest 
neighbors.62 Furthermore, as calculated from the density at 298 
K, the volume of a n-hexadecane molecule is 489 A3.17 

Multiplication by 0.75 gives 366 A3 as the approximate volume 
of 12 methylene groups, implying that, in the pure liquid, a 
sphere of 4.4 A completely contains, on average, about 12 
methylene groups. A sphere of this size is consistent with the 
sums of the noble gas radii, Rk and R5

D. In addition, the 
methylene groups are probably more polarizable than methane 
since they are part of a larger molecule; this would lead to larger 
favorable dispersion terms. Nevertheless, we will use the 
energetics of a methane—noble gas dispersion interaction for 
this rough approximation. Finally, we are able to calculate the 
positive entropic contribution to cavity formation from informa­
tion in ref 14. 

GCD(SM4) for helium is —7.5 kcal/mol. The entropic 
contribution from cavity formation is —4.3 kcal/mol, 12 
dispersion interactions total —0.6 kcal/mol, and the sum of these 
two, GcD(est), is —4.9 kcal/mol. This number is low compared 
to GCD(SM4) , but the agreement is not bad for such 

a small, quantum mechanically complex solute. For argon, GCD-
(SM4) is —9.0 kcal/mol. As shown in Table 4, argon cavity 
formation contributes —5.3 kcal/mol and 12 argon-methane 
dispersion interactions contribute —4.0 kcal/mol to Gcx>(est). 
Thus, for argon, the value of Gco(est), —9.3, is in quite good 
agreement with GCD(SM4) . It is interesting to look at an 
approximately spherical molecule, such as methane, that we can 
calculate using AMI. For methane, GCD(SM4) is —10.2 kcal/ 
mol using either the AMI or PM3 Hamiltonian. If we assume 
roughly an argon-sized cavity for methane, the cavity 

(62) Chandler, D. Introduction to Modern Statistical Mechanics; Oxford 
University Press: New York, NY, 1987; pp 214-218. 
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Figure 4. Examination of the magnitudes of the G£DS, GCD, and Gcs 
terms as functions of the solvent-accessible surface area of the molecule 
calculated using i?fD. Note that the Gcs term is actually calculated 
using the CS surface area, resulting in an apparent non-zero intercept 
at zero solvent-accessible surface area for Gcs in this plot. 

entropy term is equal to —5.3 kcal/mol. From ref 15, it appears 
that the pairwise energy of interaction for two methane 
molecules is about —0.4 kcal/mol. Dispersion is then worth 
—4.8 kcal/mol, making GcD(est) equal to —10.1 kcal/mol. 
Again, this can be considered very good agreement considering 
the crudeness of this comparison and the fact that we are 
ignoring any other negative contributions. A summary of all 
results from this comparison can be found in Table 4. 

It can be argued that because all molecules in the previous 
comparison form roughly the same sized cavity in n-hexadecane 
that we have not truly tested the limits of this model for larger 
solutes. Unfortunately, the above comparison cannot be done 
in the same manner for larger or nonspherical solutes as ref 14 
does not contain data for these types of molecules that would 
allow us to calculate the entropic cavity-formation contribution 
to GcD(est). However, Figure 4 examines how the magnitudes 
of the CD and CS terms vary as a function of the size of the 
molecule. As an example, we will compare the results of our 
model for ethane and n-hexadecane using the AMI Hamiltonian 
(as shown in Table 1, nearly identical results are obtained using 
the PM3 Hamiltonian), two compounds listed in Table 1. First 
we should note that the CD solvent-accessible surface area for 
n-hexadecane is 3.0 times greater than that of ethane, while the 
CS surface areas differ by a factor of 2.2. Because of this, using 
AMI, the more size-sensitive CD term changes from —12.2 to 
—36.6 kcal/mol on going from ethane to n-hexadecane, while 
the CS term only changes from +11.7 to +25.7 kcal/mol. The 
net result is that n-hexadecane is calculated to be 9.9 kcal/mol 
better solvated than ethane. Experimentally, n-hexadecane is 
9.9 kcal/mol better solvated than ethane, demonstrating once 
again that the model does not have any size-dependent errors. 

Other Group IV Elements. Although the compilation of 
Abraham and co-workers9 contains data for silicon and tin, we 
did not fully parameterize these elements. To add a new element 
to the model, we need Rk, gf\ Q(

k\ and qf^ (qk
l) is always set 

at 0.1). In this model, Rk is set to the Bondi radius51 for that 
element. The Bondi radius of silicon is 2.10 A. However, 
Bondi does not list a radius for tin.51 Using the value of the 
van der Waals radius as estimated by Pauling,63 ref 51 does 
estimate that the van der Waals radius of tin is 0.2 A greater 
than that of silicon. This agrees with ref 64, in which the 
atomic, covalent, and 4 - ion radii of tin are listed to be 0.2 A 

Giesen et al. 

greater than the respective silicon radii.64 Thus, we chose Rk 

for tin to be 2.30 A. The value of the Coulomb radius, gf\ for 
silicon was determined by considering the difference in Rk for 
carbon and silicon. Because Rk for silicon is 0.50 A greater 
than that for carbon, pjj.0' for silicon was chosen to be 2.28 A, 
which is 0.50 A greater than £>jj.0) for carbon. Using the same 
method, Q^ for tin was chosen to be 2.48 A. Finally, 
following the procedure used for carbon, Q[^ was set to zero 
for silicon and tin and gjf'was not used as a parameter. 
Experimental solvation data are available only for the tetra-
methyl- and tetraethyl-substituted elements in both cases.9 

These molecules resulted in a zero surface area for both silicon 
and tin, making parameterization of the surface tension impos­
sible. However, because the surface areas for silicon and tin 
are zero, it is possible to calculate AGS° for these compounds 
using only the carbon and hydrogen surface tensions. The 
results are listed in Table 1. Using AMI, in the case of silicon, 
we oversolvate tetramethylsilane by 1.0 kcal/mol and under-
solvate tetraethylsilane by 0.2 kcal/mol. Tetramethyltin is 
oversolvated by 0.9 kcal/mol, and the tetraethyl analog is 
undersolvated by 0.4 kcal/mol. PM3 does not contain param­
eters for tin, so results are only available for the silanes. Our 
PM3 model oversolvates tetramethylsilane by 1.0 kcal/mol and 
undersolvates tetraethylsilane by 0.5 kcal/mol. It should be 
noted that these results were obtained using parameters that were 
not optimized for these molecules and they were not included 
in the test set error calculations. 

Nitro Compounds. As a whole, nitro-containing compounds 
are not treated well by the general model presented here. Some 
of the difficulty lies with the disparity in the semiempirical wave 
function treatment of these compounds. With respect to gas-
phase heats of formation, AMI does poorly with nitro com­
pounds, while PM3 does quite well.65 It is not recommended 
that AM1-SM4 or PM3-SM4 be used with nitro-containing 
compounds; therefore, nitro-containing compounds were not 
included in the parameterization test set or in the error 
calculations. Instead, the recommended treatment for nitro-
containing compounds is to use only the PM3 Hamiltonian with 
an oxygen surface tension of -66.96 cal mol - 1 A"2 in the nitro 
group (and the other parameters equal to the standard SM4 
parameters). AU other parameters remain the same. With this 
treatment, the rms error over the six compounds is 0.55 kcal/ 
mol with nitrotoluene being a significant outlier. Results of 
this analysis are presented in Appendix C of the supplementary 
material. 

Subsets Containing Various Elements or Functional 
Groups. By examining specific subsets of the test set, we can 
see that the model generally does well for all elements 
parameterized. For example, using AMI, hydrocarbons have 
an rms error of 0.45 kcal/mol with a dispersion in the 
experimental data of 2.64 kcal/mol. Examining Table 5, we 
also see that, overall, the AMI and PM3 models perform 
similarly for most functional groups. The facts that a single 
set of solvation parameters works equally well with charges 
obtained by mapping from AMI and PM3 wave functions and 
that these two models yield such qualitatively similar results 
are a significant testimony to the physical nature of the CMl 
and SM4 models. Thus, whereas for SMl, SM2, and SM3,2"4 

(63) Pauling, L. The Nature of the Chemical Bond, 3rd ed.; Cornell 
University Press: Ithaca, NY, 1939; pp 221-224. 

(64) Emsley, J. The Elements; Oxford University Press: New York, NY, 
1989; pp 172, 196. 

(65) Stewert, J. J. P. In Reviews in Computational Chemistry; Boyd, D. 
B., Lipkowitz, K. B., Eds.; VCH: New York; Vol. 1, pp 45-81. 
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Table 5. Summary of Errors (kcal/mol) for Each Type of Functional Group or Combination of Functional Groups in the Data Set Used for 
Parameterization 

class of compds 

normal alkanes 
branched alkanes 
cyclic alkanes 
alkenes 
alkynes 
aromatics 

subtotal—CH 

alcohols 
aldehydes 
ketones 
esters 
ethers 

subtotal-CHO 

amines 
nitriles 
pyridines 

subtotal—CHN 

fluorides 
chloro alkanes 
chloroalkenes 
chloroaromatics 
bromohydrocarbons 
iodohydrocarbons 
4 or more elements 
thiols 
sulfides 
water, ammonia 

subtotal—other 
total 
combined AM 1/PM3 

no." 

9 
6 
3 
5 
5 
9 

37 

11 
6 
9 
9 
5 

40 

10 
4 
6 

20 

5 
9 
5 
3 
9 
7 
9 
3 
4 
2 

56 
153 
306 

dispersion of 
ref data 

3.02 
0.96 
0.95 
1.08 
1.11 
3.15 
2.64 

1.68 
1.45 
1.23 
3.02 
1.33 
2.16 

1.26 
1.25 
0.49 
1.23 

1.68 
0.80 
0.72 
0.49 
0.87 
0.88 
0.67 
1.13 
0.94 
0.29 
1.41 
2.05 
2.05 

rms 
error 

0.18 
0.23 
1.09 
0.39 
0.19 
0.56 
0.45 

0.52 
0.28 
0.44 
0.31 
0.68 
0.45 

0.30 
0.16 
0.31 
0.28 

0.37 
0.18 
0.20 
0.22 
0.26 
0.27 
0.52 
0.35 
0.29 
0.77 
0.29 
0.40 
0.41 

AM1-SM4 

mean 
unsigned error 

CH Compounds 
0.16 
0.06 
0.99 
0.38 
0.19 
0.45 
0.34 

CHO Compounds 
0.35 
0.23 
0.34 
0.21 
0.62 
0.33 

CHN Compounds 
0.28 
0.14 
0.26 
0.24 

Others 
0.29 
0.12 
0.18 
0.15 
0.20 
0.19 
0.47 
0.28 
0.26 
0.57 
0.21 
0.29 
0.29 

mean 
signed error 

0.09 
0.06 
0.99 

-0.38 
-0.12 
-0.15 
-0.10 

0.10 
-0.23 
-0.11 
-0.03 

0.14 
-0.02 

0.12 
0.14 

-0.26 
0.01 

0.29 
-0.07 
-0.01 
-0.13 
-0.17 
-0.11 
-0.15 
-0.10 

0.26 
-0.57 
-0.05 
-0.03 

0.00 

rms 
error 

0.23 
0.28 
0.98 
0.42 
0.19 
0.81 
0.54 

0.44 
0.33 
0.48 
0.51 
0.79 
0.51 

0.32 
0.21 
0.17 
0.26 

0.23 
0.21 
0.27 
0.25 
0.27 
0.19 
0.45 
0.14 
0.18 
0.07 
0.21 
0.42 

PM3-SM4 

mean 
unsigned error 

0.14 
0.25 
0.90 
0.42 
0.14 
0.47 
0.29 

0.28 
0.33 
0.44 
0.41 
0.63 
0.40 

0.28 
0.20 
0.15 
0.22 

0.18 
0.17 
0.22 
0.21 
0.24 
0.14 
0.41 
0.14 
0.15 
0.07 
0.18 
0.29 

mean 
signed error 

-0.10 
-0.04 

0.90 
-0.42 

0.00 
0.31 
0.06 

0.10 
-0.33 
-0.24 

0.21 
0.37 
0.02 

0.23 
-0.13 

0.10 
0.12 

0.18 
-0.16 

0.01 
0.20 

-0.10 
0.02 

-0.02 
0.04 

-0.08 
0.00 

-0.02 
0.03 

" Number of unique compounds in the functional group, 
of 306 data points. 

the surface tensions were clearly making up for systematic 
deficiencies in the AMI and PM3 charge distributions, with 
the SM4 model, this does not appear to be the case. 

There are a few classes of solutes where the use of one 
Hamiltonian over the other is suggested. Aromatic molecules 
form a class where the rms errors in the two models differ 
significantly; the error in the PM3 model is dominated by 
chrysene. Removal of chrysene drops the error in both models 
to 0.35 kcal/mol over eight aromatic hydrocarbons. Although 
fluorine- and sulfur-containing molecules are treated reasonably 
well in both models, PM3 is significantly better than AMI at 
predicting free energies of solvation for these. In addition, AMI 
oversolvates ammonia by 1.1 kcal/mol while the error using 
PM3 is 0.1 kcal/mol, well within experimental error. For those 
wishing more information on choosing the proper Hamiltonian, 
full results are given in the supplementary material. Despite 
their differences, both models perform acceptably well over 
nearly the entire test set. In particular, nitrogen-, sulfur-, and 
halogen-containing compounds are treated extremely accurately, 
with rms errors that approach experimental uncertainty. 

There are also two groups of compounds where neither AMl-
SM4 nor PM3-SM4 does very well, namely carboxylic acids 
and saturated five- and six-membered rings. The carboxylic 
acids were left out of the parameterization set because of 
uncertainties in the meaning of the experimental data. The 
experimental data may be complicated by artifacts due to (i) 
carboxylic acid dimerization in hydrocarbon solvents and (ii) 
the presence of Lewis basic sites in the experimental gas-phase 

Each unique compound was calculated by AMI and PM3, creating an overall test set 

Table 6. AM1-SM4 and PM3-SM4 Free Energies of Solvation 
(kcal/mol) for Carboxylic Acids 

AGS°(AM1-SM4) AGS°(PM3-SM4) AGs°(expt) 

acetic acid 
propanoic acid 
butanoic acid 

-1.66 
-2.16 
-2.78 

-1.02 
-1.52 
-2.19 

-2.39 
-3.12 
-3.86 

chromatography systems. Table 6 compares our predictions to 
literature data for three carboxylic acids, and we do indeed see 
much larger discrepancies than for, say, esters or alcohols. 
We note that both the effects mentioned above would tend 
to increase the apparent solubility of carboxylic acids in 
n-hexadecane, and that is consistent with the calculated free 
energies of solvation being systematically less negative than 
the reported experimental values. 

The second class of compounds where both models do poorly 
is saturated five- and six-membered ring systems. The models 
undersolvate any such system by about 1 kcal/mol. The most 
reasonable explanation for this problem, as pointed out by 
Abraham and co-workers,66 is that saturated rings are more 
polarizable than acyclic alkanes, as indicated by their refractive 
indices. Making the hydrogen surface tension, CT£J£, on satu-

(66) Abraham, M. H.; Chadha, H. S.; Whiting, G. S.; Mitchell, R. C. / . 
Pharm. Sci. 1994, 83, 1085. 

(67) Carbo, R.; Hernandez, J. A.; Sam, F. Chem. Phys. Lett. 1977, 47, 
581. 

(68) Mitin, A. V. J. Comput. Chem. 1988, 9, 107. 
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rated rings about 8% more negative would account for the 
systematic discrepancy, but making Oj^ a function of elec­
tronic properties beyond the bond order, such as polarizability 
or orbital energy, is beyond the scope of the present param­
eterization. Since we had the same systematic error for saturated 
rings in the SM2 and SM3 models for aqueous solvation, it 
will mostly cancel if one calculates free energies of transfer for 
aqueous to nonpolar phases. 

5. Concluding Remarks 

We have developed a quantum mechanical solvation model 
for free energies of solvation in the nonpolar solvent 
n-hexadecane. The solvation model consists of transferable 
parameters that are Hamiltonian-independent. In particular, the 
parameters presented here apply to both the AMI and PM3 
Hamiltonians (with CMlA and CMlP charge models, respec­
tively) and should yield accurate free energies of solvation when 
used in conjunction with any Hamiltonian that provides reason­
ably high-quality geometries and partial charges. This model 
has two new features, use of the CMl charge models and a set 
of both short- and long-range surface tensions. The new 
nonpolar solvation model is parameterized for compounds 
containing H, C, N, O, F, S, Cl, Br, and I. For 306 compounds, 
the RMS error is 0.41 kcal/mol, the mean unsigned error is 0.29 
kcal/mol, and the mean signed error is 0.00 kcal/mol over a 
wide range of functional groups. 

In addition to the practical importance of having a solvation 
model for large, nonpolar solvents, the present study provides 
new insight into the physical factors governing the solvation 
process. In particular, we learned that the size of the primary 
solvation shell depends on the character of the solvation effect 

under consideration, with dispersion interactions extending only 
a short way into the solvent but solvent structural perturbations 
extending further into solution. The physical reasonableness 
of this partitioning is corroborated by our analysis of the 
solvation of noble gases. 

In future work we will extend SM4 to other solvents, 
including inter alia other alkanes, alcohols, chloroform, and 
water. Because the model is very physical, extension to other 
solvents should be straightforward. For example, we already 
have preliminary data indicating that solvation in all other 
alkanes can be accommodated in a single framework identical 
to the present one with only very slight modifications based on 
physical data. 
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